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ONE STOP
SOLUTION
FOR YOUR
AI JOURNEY

Join us as we elevate your Al experience and
propel your business into the future.

Tung Vu — Head of Product
tung.vu@greennode.ai




A e n d a 1 About GreenNode - Nvidia’s CSP
GreenNode's AI Cloud products

Introduction

I 2. GreenNode LLM’s and Applications




VNG DB - Product Portfolio

&™) Cloud and Saas

e —

UNGCLOuUD

SAAS - Industry Solutions

A4B e, Veka.ai

PAAS
*® Data - Al
:,‘?; platform dg' Driven
IAAS
S B
- e -
" E L BB
Compute Storage CDN Managed
Services
Infrastructure
D =
Bandwidth Bare-Metal
oM, =

all>
%% AI/ML

GREENN®D=

NVIDIA NGC Catalog

&
ne JA

L Speech Al Recommanders Cybersecurity  Medical Videa Route
Imaging hnalytics Dptimization

100+ AI frameworks and pre-trained models
Model-as-a-service
Stable Diffusion OCR GenAl Chathot
AI/ML Platform

¥ & €

Training Fine tuning Inferencing

Baremetal as a Service

® © @

H100 L40S/A40 RTX 4090

| a; | verichains

Professional Services

#w % @

Application Blackchain Red Team /
Security Audit Pen-test

.@. @@J

Managed
Detection &
Response

Security
Compliance

Security Products

© B

BShield Secure-ID
Mobile App Biometrics MFA
Protection

=y

-~ <]
D &
S

TruelD eKYC TruelD AML

UNG Digital

riess




WHO WE ARE

Leading cloud service provider for
hundreds of businesses

Data centers for GPU
Cloud operate in Vietnam,
Thailand, and more.

Certified with LEED Gold, TIA 942 STT Bangkok 1

is a carrier-neutral data center constructed

Rating-3 DCDV, Uptime Institute according to the highest industry standards. Strategically located
Tier III (TCDD and TCCF). in Hua Mak and forming a part of the STT Bangkok mega-scale

) ) data center campus in Thailand, its construction aims to support
Compliant with ISO 27000, PCI the rapidly growing digital infrastructure needs driven by the surge
DSS, and TVRA standards. in rich media consumption and the ongoing digital transformation

of enterprises.
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Enterprise-Grade Al capabilities and scale
serving US/regional AI enterprises

« AI as a Service: Stable Diffusion (50k
images generated over 3 months); OCR
processing ~14k documents per day for Asia
Commercial Bank (~$800M FY23 before
tax profit)

+ Model Fine Tuning: GreenNode-14B
Vietnamese LLM achieved first place in VLSP
2023; surpasses ChatGPT (GPT3.5) in VMLU
benchmark

« AI Infrastructure: initially 2000 H100 GPUs

High performance GPU Cloud

Large-scale dedicated clusters accelerated by NVIDIA GPUs and
High-Performance InfiniBand Networking

Users can focus

more on their

business

Al as a Service |Enterprise Al Chatbot | Sentiment Analysis| Stable Diffusion | OCR applications, less
on GPU platform/
infrastructure

NVDIA NGC Catalog | Al Frameworks | Pretrained Al models | Industry-specific SDKs

ML Platform as a Service | Notebook | Model Training & Fine Tuning | Model Serving

Bare Metal as a Service

High Performance Infiniband Networking

control of GPU

Dedicated GPU Servers K8s on top of GPU Servers servers & deploy
(GH200, H100, L40S, A40) (GH200, H100, L40S, A40) fullsEackD

themselves

Digital Footprint

across Southeast Asia

Our Al-oriented data centers are
located across SEA countries.
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61,391,201 credits ~

LLM model training with - Sslmial,
@ Overview Training job

@ Basic configuration

our ML platform backed
by thousands of Nvidia
H100 GPUs & IB
network

B Notebook instance

@&  Model training

Q  Model registry

) Online prediction

* LLM Model training/finetuning/inferencing

* GenAl chatbot for customer services

* OCR for invoice contract, etc &
RPA integration
* Sentiment Analysis

Na Data Information Tecl

Give your training job a name

Training job name

Only letters (a-z, A-Z, 0-8, ', *~') are allowed. Yo t data length must be between 5 and 50.
Location

Bangkok, Thailand -
Select the location for this Training jot

Training container

he training container for this training jc

Pre-built image ® Custom image
Model framework
TensorFlow -
Select the model framewaork

Container image URL

Enter the link to the image of your custom image

Username Password

Resource configuration
¢ i

: data volume of this notebook instance

Configure the instance type and t

CPU ® GPU

MASTER (CHIEF)
Instance type
5-GPUH100-1x24x240 NVIDIA H100 + 1 ¢
Select the nstance type that Is sultable for your demands

Instance count

+ Add worker

Helios Building, Quang Trung Software City  Tax code: 0304851362

Terms & Conditions

Training container

Framework

Version

TensorFlow
12

Resource configuration

GPU

GPU count
Instant count
cPU

RAM

Volume
Volume type

Volume size

Auto-renew

Original price
Discount

Total

NVIDIA Tesla P4
1

2

1

4GB

Standard Persistent Disk
5GB

Period  1month

20,200,000 VND
20,000 VND

20,180,000 VND

START TRAINING




Al products applications under VNG Digital Business

AI Technologies Features/Applications

Face ID Card
Recognition Information | eKYC Fa«(::e A;:celass L Banking
Extraction 1 e )
) ] Al b
Liveness ID { Camera ' Lending/Fintech
Detection Forensics { VideoCall Document .
' Identity OCR r
OCR 1 Smart [ Insurance 10T
Speech ] Surveiliance .
Recognition Ed | Biometric Vehiel B Surveillance
Procegz'n ! Authentication/ T % Lc K C
Deepfake ing 1 Identification racking [
LLM ] Chatbot License . .
! Recognition Receipt .
Object 1 OCR :
Detection/Tracking Person Re- K '

Identification ! Sentiment Analysis

Stable Diffusion



Digital Business aims to deliver Enterprise —Grade AI Services

Quality: continuously improve Al models to enhance accuracy

Reliability and Scalability: ~0% failed rate on API requests

Data Security and Compliance: PCI-DSS, ISO 27001, Data

are encrypted at rest, and in transit according to the above standards

Flexible Integration: APIs, Mobile SDKs, Web SDK, web-view

SDKs. Support multiple devices and browsers
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Limitations of traditional OCR

One-file
Required manual customization and .
- Ty
human evaluation ) S—
Rely on pre-defined patterns, models
2 or templates
3 Lower accuracy rate ,
Text Extraction

4 Limited language support and conmmacr
contextual understanding

Machine-Readable text




Gaming Characters and Marketing Banners Design by Stable Diffusion

Text to Image @ Image to Image Prompt

Models

Describe what you want to see with phrases or full sentences, separate them with commas

Lumina Verse

Realistic Style

=# Prompt Helper <+ Add LoRA
Change model here

& Please do not enter any keywords or sentences related to sensitive or 18+ contents

© Basic settings mode Advanced settings mode Add Negative Prompt
Image Dimensions Generate Image
1 [ 23 ] 3200 || 9e[] || 169
N = \ =
Step
Low (10) Medium (25) [ High (40) ]
—
Prompt Guidance
—_—
Free (2) L Balance (7) ) Strict (16)
Seed
k
-1
Number of Images
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Digital
Footprint
across
Southeast Asia

Our top-tier data centers are located
across SEA countries, such as Vietham,
Thailand and Malaysia.

Thailand

[ Edit



w

Top-Tier Data Center: STT, Bangkok, Thailand

Starting March 2024: Equipped with a 3MW power reserve, fully meeting
operational needs for 256 HGX H100 servers (including a matched IB network
and high-performance storage systems).

<Anvipia. GREENNOD=



* TOE: 65 staff
* Engineer: 70 staff

* Data Center Operations:
50 staff

e Al Lab: 30 staff

GREENN®D=



Pricing

Instance Flavor

Memory (GB)

VRAM (GB) # of H100 SXMS5 card

Local NVMe

Price per GPU

instance per hour

g5-standard-16x250-1h100 16

g5-standard-32x500-2h100 32

g5-standard-64x1000-4h100 64

g5-standard-128x2000-8h100 128

e 10Mbps international bandwidth: $60
¢ 10Mbps domestic (within Thailand): $6
e Public IP Address: S6/IP/month

250

500

1000

2000

e High Performance File System Storage: 0.11S per GB/month

80 1
160 2
320 4
640 8

3.75TB

7.5TB

15TB

30TB

$3.89

$7.78

$15.56

$31.12



I 1. Introduction

2. GreenNode’s LLMs & Applications




In progress for developing GreenNode Large Language Model
(Focusing on Viethamese language), and Knowledge Management
Platform (KMP). Key achievements:

m GreenNode-14B GreenNode-14B Released first version of KMP:

U achieved first surpasses ChatGPT integrate to MyVNG for knowledge

m place in VLSP (GPT3.5) in VMLU search, in talk with Customers

m 2023. benchmark (BFSI), and internal teams

m MODEL $ EVALUATION DATE 4 STEM $ SOCIAL SCIENCE $ HUMANITIES ¢ OTHERS $ AVG §
c GPT-4 28/09/2023 63.84 7178 6614 60.37 65.53
N ChatGPT 28/09/2023 4163 54.25 50.3 47.97 4854

CREATED AT STEM SOCIAL SCIENCE = HUMANITIES OTHERS AVG

529816194482902582] 08/12/2023 1411 45.91 H7.56 51.64 46.28 49.75




2024 Roadmap

GreenNode
LLMs and Applications

The mission for 2024 is to develop state-of-the-art language models for
Vietnamese and other languages in Southeast Asia, and to apply them to
various domains and tasks. The team is in progress for a Knowledge
Management platform and chatbot that can answer questions, provide
insights, and generate summaries from large-scale text corpora. We have
also planned to develop a data analytics bot that can perform complex
queries and visualizations on structured and unstructured data. Moreover, we
have created a data platform that can update and enrich data from
CommonCrawl, a public web archive, using our language models.

Th
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GreenNode LLM'’s

Data Platform

- build data pipeline to get update data
from CommonCrawl and process

- Create instruct data for LLM and NLP
tasks

- Research: publish a paper (grade from
B+)

Models

- LLLM for Vietnamese: GreenNode-14B,
GreenNode-34B. Objective: 80% of
GPT4. by Q1/2024, 90% of GPT4 by
Q2/2024

- Machine Translation: Translation model
for languages in SEA (Vietnamese,
English, Chinese, Thai, Indonesian,
Mandarin) — GreenNode-MT-SEA.
Timeline: Q3/2024

- LLM for SEA: First version GreenNode-
SEA-34B. Timeline: Q4/2024

Applications

= KMP Al Chatbot: complete features

for Vietnamese, combine finetuned
models. Timeline: Q1/2024

- Analytics Bot: initial version by
Q1/2024. complete version by Q2/Q3
2024

- NLP tasks: Sentiment Analysis,
Machine Translation (Q1/Q2 2024)

- Automation task -> Agent (Q3-
4/2024)



= Model = Model size (B) = VMLU score = GreenNode Tuning?

1 GPT-4 65.53
G re e n N o d e 2  GreenNode_14_V0.1 14 51.97 X
3 GreenNode_14_DPO 14 49,87
o n A 4 ChatGPT 4854
5  SOLAR-merge 10.7 484 X
Viethamese o |-
7  Nous-Hermes-2-Yi-34B 34 46.46
M u I t it a s k 8  SOLAR-10.7B-SFT-v1 107 4545 X
9  SOLAR-10.7B-SFT-v3 107 4358 X
La n u a e 10 SOLAR-DPO-v3 10.7 4344 X
g g 11 SOLAR-only-DPO 107 4243 X
U d t d - 12 Yi-34-Chat 34 4081
n e rs a n I n g 13 OpenChat3.5-1210 7 40.27
V M L U 14  Solar 10.7 4017
( ) 15 Mistral 7b v0.2 7 3843
by Jan 2024 16 zephyr-7b-beta 7 36.17
17 SealLM-SFT 7 3343 X
More about GreenNode: LLM Diary: 18 | SEEASFOR ! # X
GreenNode Makes Striking Debut 19 | Uama2:7b-bk-12065 7 328 X
with Exceptional Results at VLSP 2023 20 Qwen18 18 29.97

(Part 1) 21 SeallM 7 297

22 ToRolaMa 7 3207




GreenNode-LM: Fine-Tuning Large Language Models for Advancing
Vietnamese Natural Language Understanding

Hoang Quoc Viet
GreenNode.ai
viethgb@vng.com.vn

Vo Tien Dat
GreenNode.ai
datvt6@vng.com.vn

Trong-Hieu Nguyen-Mau
GreenNode.ai
hieunmt@vng.com.vn

Duong Anh Nghi
GreenNode.ai
nghida@vng.com.vn

Pham Van Ngoan *
GreenNode.ai
ngoanpv@vng.com.vn

Abstract

In the context of the VLSP2023-VLLMs ini-
tiative, our team actively participates in ad-
vancing and refining Large Language Mod-
els tailored for the Vietnamese language. A
fundamental objective of our endeavor is to
address the critical scarcity of openly acces-
sible evaluation data specific to Vietnamese
LLMs, impeding the establishment of stan-
dardized assessment benchmarks. Our team’s
efforts primarily revolve around fine-tuning
two variants of LLMs: the 7B and 14B mod-
els. Through dedicated refinement and op-
timization, our model, named "greennode-
14b"notably emerged as a frontrunner, se-
curing the foremost position in nine dis-
tinct tasks within the competition’s evaluation
framework: ARC-vi, HellaSwag-vi, MMLU-vi,
TruthfulQA-vi, ComprehensionQA-vi, Exams-
vi, GeneralKnowledgeQA-vi. This achieve-
ment nnderccares the excentional nerfarmance

spurred an augmented interest in crafting tailored
LLMs for Vietnamese, reflecting a global enthusi-
asm to expand NLP capabilities into non-English
languages. Despite this momentum, the develop-
ment of Vietnamese-specific LLMs encounters a
critical impediment: the scarcity of publicly acces-
sible evaluation data.

The VLSP2023-VLLMs (Cuong et al.) initiative
emerges as a pivotal stride towards overcoming
this pivotal challenge by fostering the cultivation of
large language models designed explicitly for Viet-
namese. This initiative seeks to construct a com-
prehensive evaluation dataset tailored explicitly for
Vietnamese LLMs, standing apart from traditional
datasets aimed at downstream NLP tasks. This
unique dataset revolves around assessing primary
abilities across eight distinct skills, meticulously
categorized into nine diverse domains, thereby fa-
cilitating a holistic evaluation framework.

Vietnam A for ion F
ASSOCIATION FOR VIETNAMESE LANGUAGE AND SPEECH PROCESSING

VLSP 2023

The 10th Workshop on
Vietnamese Language and Speech Processing

Hanoi, Vietnam, December 15-16, 2023

VLSP Competition Award
First Rank

Presented to
Hoang Quéc Viét, Nguyén Mau Trong Hiéu, Vo6 Tién Dat,
Dwong Anh Nghi, Pham Van Ngoan
GreenNode.ai
For achieving the First Place
In the shared task of
Large Language Models for Vietnamese

Per pro. VAIP General Secretary

v
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Luong Chi Mai Nguyen Thi Minh Huyen
Workshop Program Chair VLSP President




@ “~ Chat with Open Large Langu: X +

G %5 arena.greennode.ai Q W = [ &  Relaunch to update

Arena (side-by-side) Direct Chat

£ Chatbot Arena 3 : Benchmarking Vietnamese LLMs in the Wild

Rules
o Chatwith any two models side-by-side and vote!

o You can continue chatting for multiple rounds.

o Click "Clear history" to start a new round.

& Choose two models to compare

GreenNode-medium-14B-v2n hd PhoGPT-TB5-Instruct
<

Q4 Expand to see 10+ model descriptions
7 Model B

Model A

Mt doi thuy |di dao duge 132 m mudng trong 6 ngay. Héi ddi dé dao dudc bao nhiéu m mudng M3t ddi thuy |gi dao dudc 132 m mudng trong 6 ngay. Héi ddi d6 dao dudc bao nhiéu m mudng
trong 7 ngay? trong 7 ngay?

D8 gidi quyét van dé nay, tdi can tim ty |& cong viéc ctia doi va sau dé sif dung nd dé tinh todn D& tinh s6 mudng ma ddi thuy Igi dao dudc trong vong 7 ngay, ban can biét s6 mudng ma ddi
lugng cong viéc trong 7 ngay. Ty [& cdng viéc la s6 mudng mdi ngay, vi vay tdi c6 thé chia téng s6 d6 dd dao trong mdi ngay. Néu khdng c6 théng tin nay, khdng thé xac dinh s6 mudng ma ddi
mudng cho s8 ngay. T6i ¢ 132 mudng chia cho 6 ngay, dugdc 22 mudng méi ngay. By gid tdi cd

ty 1& c3ng viée, t8i ¢6 thé nhan né v4i s6 ngdy mai dé tinh todn lUgng cdng viée. Téi ¢6 22 mudng
mai ngay nhan vdi 7 ngay, dudc 154 mudng. Do do, ddi dé s& dao dugc 154 mudng trong 7 ngay.

thiy ldi d& dao trong vong 7 ngay.

Thanh ph& Ba Nang & dau?

Thanh phé Da Nang & dau?
Thanh ph& Da Nang ndm & mign Trung Viét Nam, trén cao nguyén Da Nang.

Thanh phé Ba Nang ndm & b bién phia Trung cdia Viét Nam, thudc tinh Quang Nam - Da Néng.
Day la mdt trong nhilng thanh phé 18n nhat va quan trong nhat ctia Viét Nam, néi tiéng véi nén
vin héa phong ph, lich st/ 14u d&i va canh quan thién nhién tuyét dep.
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Address: 18 Cross Street #14-01

Cross Street Exchange Singapore
(048423)

Email: tung.vu@greennode.ai

Follow us on
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